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The figures in the margin indicate ﬁtll Hark
. arks.

Candidates are required to give their answers in y,;
. ir own words
as far as practicable,

Paper : DSE-A-1
(Digital Image Processing)
Full Marks : 50

Answer question no. 1 and any four questions from the rest.

1. Answer any five questions : 23
(2) Find the Euclidean distance between two pixels P(134, 145) and Q(20, 112).
(b) What do you understand by image filtering?
(c) Mention the purpose of image interpolation. 3 1
(d) What is the role of the Fourier transformation in image processing? '
(¢) What is Gamma correction?
(f) Mention the challenges of image compression.
() Write down the role of the Sobel operator in edge detection-
. . E )
(h) How is image contrast affected by dynamic range of the imaging devicet
i image?
2. (a) Explain histogram equalization. Why do we need to perform 1t Or; .an g
. . ing.
(b) Differentiate between histogram equalization and histogram Sret® g
with 8 intensity levels :
(2+2)+2+4
3. © o \
(i) Explain different global thresholding methods. -
(b) Write a heurisic algorithm to find the value of threshold: L dist
, distance mea
4. () D o+ ours of @ PIX y sures, path
® ]c)(;zcuss the following terms with proper diagrams : neight d
0 & nef:led component. . cﬂvemging.
*Plain sampling, quantization, image subtraction and 1M 34

(C ‘Di . ng.
) fferentiate between uniform and non-uniform samplin®
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(2) Mention the criteria g, regi
on

(b) Explain region splitti ng and

(2)
“based segmentation.

€T2ing with an example.

(a) Writc down the PUrpose of
edge detection

(b)

Why 1s noise reduction ;
(c) Why - clion importan in image processing?
(d) Why 1s

Differentiate between lhrcsholding and edge detection.

Sobe ;
obel edge detection preferred over Prewitt edge detection?

. (a) Discuss point processing methods 10 enhance an image.

(b) Discuss mean filter and median filier using the following image.

|
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. (2) Explain the process of intensity Jevel slicing with and without background.

(b) Differentiate between box filter and weighted mean filter.

2+(d+4)

242+3+3

545

(¢) Explain how power low wransformation function can be used to increase and decrease contrast of

an image.

4+2+4
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Paper : DSE-A_Z
(Data Mining and Its Applicy

l‘iOn)

Full Marks . 50

Answer question no. 1 and any four -
ue
Questions frop, the rest
Answer any five questions :

2%5
(a) What do you mean by multi-class classification?
(b) What is binning?

() Define prediction.

)
)
(d) Why is the training set generally made larger than the test set?
(¢) What is the need of data integration?

() Name the two classification techniques used in data mining.
(&) What is data Auditing to01?
()

i . i ing.
(®) Differentiate between Supervised Learning and Unsupervised Learning
(b) Describe ¢

What is the difference between text mining and web mining?

5+5
assification as two-step process.
reen a Standard database and a Data
What is 4 data warehouse? Explain the difference betwe
. ontext of data warehousing. 2+2)+6
© Explain (pe importance of strategic information in the ¢

le.
. ] :table examp
@ Discugg the K-NN Rule for classification with a sut2

6+4
o7
(b) \\7hal do YOu mean by O\rer-ﬁt[ing and Under'ﬁﬁlﬂg. o data mlnlng
. e im ortan
9 Wiy do you mean by feature selection? Explain 1 I pset and a test set. (243)+5
ining
® Explai" the need of dividing the dataset into 2 e 4 data mining
an
* (a . ~over
Ebz ha 'S the difference between knowledge disc0 eti);n i
Expla; . . dictio™
“Plain how Bayesian Classification helps in Pr¢
@) Wy,
A dy i ? ing:
®) p; . YOu mean by decision tree? tric Jea™ e example. Ee3ee
(0) "NRuish between parametric and non-param® ith uitaP
By i 1e ) 1 clustering ¥ Please Turn Over
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8. Write short notes on any ty, -
(a) Linear Regression
(b) Text mining
(c) Validation of Dataset

(d) Discriminant Analysis.

5x2



